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Abstract— We propose a new analysis for recognition of an input image by comparing it with a prepared database. The technique uses 

the linear projective maps which arise by solving a variational problem that optimally preserves the neighborhood structure of the data set 

termed as Locality Preserving Projections. By using Locality Preserving Projections (LPP), the face images are mapped into a face 

subspace for analysis. This approach is quite different from Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) 

which effectively see only the Euclidean structure of face space while LPP finds an embedding that preserves local information, and 

obtains a face subspace that best detects the essential face manifold structure. 

Index Terms— face recognition, laplacianfaces, LDA, LPP, MSRA, PCA, PGM, 

——————————      —————————— 

1 INTRODUCTION                                                                     

he existing PCA and LDA aim to preserve the global 
structure. However, in many real-world applications, the 
local structure is more important. In this section, we de-

scribe an image search engine that employs Locality Preserv-
ing Projection (LPP), a new algorithm for learning a locality 
preserving subspace. Our image cuebik is used to find the set 
of images from a given image collection that is similar to the 
given query image, where similarity is very subjective. 

 

2 OBJECTIVE OF LPP 

The structure is modeled by a nearest neighbor graph that 
tends to preserve the local image space structure. Locality pre-
serving projections provide a face subspace. Each face image 
in this image space is mapped to a low dimensional face sub-
space characterized by a feature images set termed as laplacian-
faces. Our developed system is based on this method that aims 
to preserve the local structure of the image space. 
 

3 ALGORITHM 

3.1 PCA Projection 

The image set is projected into the PCA subspace by discard-
ing the principal components. In our system, we kept 98% 
information. 
 

3.2 Nearest Neighbor Graph 

Let G be a graph containing n nodes. We put an edge between 
node xi and xj if xj is among k neighbors of xi. 

3.3 Choosing Weights 

If node i and j are connected. Otherwise, Sij=0. The weight   
matrix S of graph G models the face manifold structure by 
preserving local structure. The justification for this choice of 
weights can be traced. 

Where D is a diagonal matrix given by, 

And finally laplacian matrix is given by  
   L=D-S. 

We get the following embedding, 

Where W is a transformation matrix and y is a k-dimensional 
vector. 
The manifold’s estimated intrinsic geometry is preserved best 
by this linear mapping in a linear sense. The column vectors of 
W are so called laplacianfaces. Our image cuebik system im-
plements this with unsupervised learning concept with train-
ing and test data. 
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4 IMPLEMENTATION 

Image cuebik is a java based system that implements the algo-
rithm explained above. The unsupervised learning here em-
ploys the use of PGM extension for images. The fig 1 shows 
the system procedure implemented. 

Fig 1 

5 DATABASE EMPLOYED 

We made use of database collected at Microsoft Research Asia 
(MSRA). 64 to 80 face images were collected in each session for 
each individual. Fig 2 below shows the sample cropped face 
images taken from this database. In our system, one session 
was used for training and the other was used for testing. 

Table 1 shows the recognition results 
 
Approach Dims Error Rate 
EigenFaces 142 35.4% 
FisherFaces 11 26.5% 
LaplacianFaces 66 8.2% 

Table-1 
 

6 WHY PGM? 

The name PGM is an acronym derived from “Portable Gray 
Map”. A PGM image represents a grayscale graphic image. 

This format is a lowest common denominator grayscale file 
format. It is designed to be extremely easy to learn and write 
programs for. This format is easy to port and requires lesser 
memory. 
  

7 SYSTEM SCREENSHOTS 

Fig 3 
 

           Fig 4   Fig 5 
 
 

 
Fig 6 
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8 PRODUCT SCOPE 

Facial recognition system is an important field in computer 
sciences. It is widely used in robotics, doctor helping systems, 
liar detection system and advance integration in interrogation 
system for intelligence agencies. It is also used on airports to 
detect smugglers and terrorists. 
 

9 FUTURE IMPLEMENTATIONS 

For more advancement in image cuebik, we propose the inte-
gration of other image extensions as well as higher accuracy. 

10  CONCLUSION 

Here we explain the implementation of the linear dimensio-
nality reduction algorithm called LPP. This system provides 
possible advantages over recent nonparametric techniques. 
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